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I. INTRODUCTION

In this paper, we will be concerned with some physical
and mathematical aspects of the mixing and degeneracy of
two unbound energy eigenstates in an isolated doublet of
resonances of a quantum system depending on two control
parameters.

Unbound decaying states are energy eigenfunctions of a
time reversal invariant Hamiltonian describing nondissipa-
tive physics in a situation in which there are no particles
incident �1�. This boundary condition makes the eigenvalue
problem non-self-adjoint and the corresponding energy ei-
genvalues complex, En=En− i�1/2��n, with En��n�0 �1�,
even when the formal Hamiltonian, considered as an opera-
tor in the Hilbert space of square integrable functions is Her-
mitian �self-adjoint�.

Commonly, unbound energy eigenstates are regarded as a
perturbation with the physics essentially unchanged from the
bound states case, except for an exponential decay. But, as
will be shown below, unbound state physics differs radically
from bound state physics in the presence of degeneracies,
that is, coalescence of eigenvalues.

In the case of bound states of a Hermitian Hamiltonian
depending on parameters, the energy eigenvalues are real
and, when a single parameter is varied, the two level mixing
leads to the well-known phenomenon of energy level repul-
sion and avoided level crossing. In their celebrated theorem
�2�, von Neumann and Wigner explained that, in the absence
of symmetry, true degeneracies or crossings require the
variation of at least a number of parameters equal to the
codimension of the degeneracy which, in the general case, is
three. A few years later, Teller showed that “if the parameters
are X, Y and Z, the two degenerating levels correspond to the
two sheets of an elliptic double cone in the �X ,Y ,Z ,E� space
near the degeneracy” �3�, this is the diabolic crossing sce-
nario �4� of the levels E±. For a recent review on diabolical
conical intersections, see Yarkoni �5�.

In the case of unbound energy states of the same Hamil-
tonian depending on parameters, the energy eigenvalues are
complex, when a single parameter is varied, this fact opens a
rich variety of possibilities, namely, crossings and anticross-
ings of energies and widths. Novel effects have been found
which attracted considerable theoretical �6–8� and recently,

also experimental interest �9,10�. Furthermore, a joint cross-
ing of energies and widths produces a true degeneracy of
resonance energy eigenvalues in a physical system depend-
ing on only two real parameters �7� and gives rise to the
occurrence of a double pole of the scattering matrix in the
complex energy plane.

A number of examples of double poles of the scattering
matrix brought about when the resonant states can be ma-
nipulated by control parameters have been mentioned in the
literature. Lassila and Ruuskanen �11� pointed out that Stark
mixing in an atom can display double pole decay. Knight
�12� examined the decay of Rabi oscillations in a two level
system with double poles. Kylstra and Joachain �13,14� dis-
cussed double poles of the S-matrix in the case of laser-
assisted electron-atom scattering.

The crossing and anticrossing of energies and widths of
two interacting resonances in a microwave cavity were care-
fully measured by von Brentano, who also discussed the gen-
eralization of the von Neumann-Wigner theorem from bound
to unbound states �15–17�.

Examples of double poles in the scattering matrix of
simple quantum mechanical systems have also been recently
described. The formation of resonance double poles of the
scattering matrix in a two-channel model with square well
potentials was described by Vanroose et al. �18�. Hernández
et al. �19� investigated a one channel model with a double
�-barrier potential and showed that a double pole of the
S-matrix can be induced by tuning the parameters of the
model. A generalization of the double barrier potential model
to the case of finite width barriers was proposed and dis-
cussed by Vanroose �20�.

The problem of the characterization of the singularities of
the energy surfaces at a degeneracy of unbound states �7�
arises naturally in connection with the topological phase of
unbound states which was predicted by Hernández, Jáuregui,
and Mondragón �21–23�, and later and independently by
Heiss �24�, and which was recently measured by the Darm-
stadt group �25,26�. The energy surfaces representing the
resonance energy eigenvalues close to a degeneracy of un-
bound states in the scattering of a beam of particles by a
finite double barrier potential was numerically computed by
Hernández, Jáuregui, and Mondragón �27�. Korsch and
Mossman �28� made a detailed investigation of degeneracies
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of resonances in a symmetric double �-well in a constant
Stark field. Keck, Korsch, and Mossman �29� extended and
generalized the discussion of the Berry phase of resonance
states, from the case of unbound states of a Hermitian Hamil-
tonian given in �21–23� to the case of unbound states of
non-Hermitian Hamiltonians.

The general theory of Gamow or resonant eigenfunctions
associated with multiple poles of the scattering matrix and
Jordan blocks in the spectral representation of the resolvent
operator in a rigged Hilbert space was developed by Anto-
niou, Gadella, and Pronko �30�, Bohm et al. �31�, and
Hernández, Jáuregui, and Mondragón �1�.

II. REGULAR AND PHYSICAL SOLUTIONS OF THE
RADIAL EQUATION

The nonrelativistic scattering of a spinless particle by a
short ranged potential, V�r ;x1 ,x2�, is described by the solu-
tion of a Schrödinger equation. When the potential is rota-
tionally invariant, the wave function is expanded in partial
waves and one is left with the radial equation

Hr
����x1,x2����k,r� = k2���k,r� , �1�

where Hr
����x1 ,x2� is the formal differential expression

Hr
����x1,x2� �

�2

2�
�−

d2

dr2 +
��� + 1�

r2 � + V�r;x1,x2� , �2�

and the potential V�r ;x1 ,x2� is a short ranged function of the
radial distance, r, and depends on at least two external con-
trol parameters �x1 ,x2�. In this case, the regular and physical
solutions of the Hamiltonian are functions of the radial dis-
tance, r, the wave number k, and the control parameters
�x1 ,x2�. In this section, we will omit the control parameters
in the arguments of the regular and physical solutions of Eq.
�1�, but when necessary, we will stress this last functional
dependence by adding the control parameters �x1 ,x2� to the
other arguments after a semicolon.

As is usually done when discussing the analytic properties
of the solutions of Eq. �1� as functions of k, rather than
starting by defining the physical solutions ��

�+��k ,r�, we de-
fine the regular and irregular solutions of Eq. �1� by bound-
ary conditions which lead to simple properties as functions
of k. The regular solution ���k ,r� is uniquely defined by the
boundary condition �32�

lim
r→0

�2� + 1�!!r−�−1���k,r� = 1, �3�

���k ,r� may be expressed as a linear combination of two
independent, irregular solutions of Eq. �1� which behave as
outgoing and incoming waves at infinity,

���k,r� = 1
2 ik−�−1�f��− k�f��k,r� − �− 1��f��k�f��− k,r�� ,

�4�

where f��−k ,r� is an outgoing wave at infinity defined by the
boundary condition

lim
r→�

exp�− ikr�f��− k,r� = �+ i�� �5�

and f��k ,r� is an incoming wave at infinity related to
f��−k ,r� by

f��k,r� = �− 1��f�
*�− k,r� �6�

for k real and nonvanishing.
The Jost function f��−k�= f��−k ,0� is given by

f��− k� = �− 1��k�W�f��− k,r�,���k,r�� , �7�

where W�f ,g�= fg�− f�g is the Wronskian. The Jost function
f��−k� has zeros �roots� on the imaginary axis and in the
lower half of the complex k plane.

When the first and second absolute moments of the poten-
tial exist, and the potential decreases at infinity faster than
any exponential �e.g., if V�r� has a Gaussian tail or if it
vanishes identically beyond a finite radius� the functions
f��−k�, ���k ,r�, and k�f��−k ,r�, for fixed r�0, are entire
functions of k �32�.

The scattering wave function ��
�+��k ,r� is the solution of

Eq. �1� which vanishes at the origin and behaves at infinity
as the sum of a free incoming spherical wave of unit flux
plus a free outgoing spherical wave,

��
�+��k,0� = 0 �8�

and

lim
r→�

���
�+��k,r� − �ĥ�

�−��k,r� − S��k�ĥ�
�+��k,r��	 = 0. �9�

In this expression ĥ�
�−��k ,r� and ĥ�

�+��k ,r� are Ricatti-Hankel
functions that describe incoming and outgoing waves, re-
spectively, S��k� is the scattering matrix.

Hence the scattering wave function ��
�+��k ,r� and the

regular solution are related by

��
�+��k,r� =

k�+1���k,r�
f��− k�

, �10�

and the scattering matrix is given by

S��k� =
f��k�

f��− k�
. �11�

The complete Green’s function for outgoing particles or
resolvent of the radial equation may also be written in terms
of the regular solution ���k ,r� and the irregular solution
f��−k ,r� which behaves as an outgoing wave at infinity

G�
�+��k;r,r�� = �− 1��+1k����k,r	�f��− k,r��

f��− k�
. �12�

III. BOUND AND RESONANT STATE EIGENFUNCTIONS

Bound and resonant state energy eigenfunctions are the
solutions of Eq. �1� that vanish at the origin

un��kn,0� = 0, �13�

and at infinity satisfy the boundary condition
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lim
r→�

� 1

un��kn,r�
dun��kn,r�

dr
− ikn� = 0, �14�

where kn is a zero of the Jost function,

f��− kn� = 0. �15�

From Eqs. �1� and �4� we verify that all roots �zeros� of the
Jost function are associated with energy eigenfunctions of
the Schrödinger equation. From Eqs. �10�–�12�, we see that
these same roots �zeros� of the Jost function give rise to
poles in the scattering wave function, the scattering matrix,
and the complete Green’s function.

From Eqs. �4�, �5�, and �15�, bound states and Gamow or
resonance eigenfunctions take the form

un��kn,r� = Nn�
−1 i

2

�− 1��+1

kn
�+1 f��kn�f��− kn,r� , �16�

where Nn� is a normalization constant and f�−kn ,r� is the
outgoing wave solution of Eq. �1�.

Bound state eigenfunctions are associated with the zeros
of f��−k� which are on the positive imaginary axis, while
resonant or Gamow state eigenfunctions belong to the zeros
of the Jost function which are in the fourth quadrant of the
complex k-plane. Equation �16� shows, in a very explicit
way, that the Gamow eigenfunctions un��kn ,r� with kn=
n

− i�n and 
n��n�0, see �33�, are solutions of Eq. �1� which
vanish at the origin and asymptotically behave as purely out-
going waves which oscillate between envelopes that increase
exponentially with r, the corresponding energy eigenvalues
En are complex with Re En� Im En.

The bound state eigenfunctions us��ks ,r� are also solu-
tions of Eq. �1� which vanish at the origin and satisfy the
outgoing wave boundary condition �14�, but, in this case the
wave number is purely imaginary, with ks= i
s and 
s�0.
Hence the outgoing wave solution f��−ks ,r� and the bound
state eigenfunction us��ks ,r� as functions of r behave asymp-
totically as decreasing exponentials vanishing as r goes to
infinity,

lim
r→�

us,��ks,r� = 0, �17�

the corresponding energy eigenvalues Es=−�2
s
2 /2� are real

and negative. Hence the bound state eigenfunctions are
bounded for all values of r and, as functions of r, they are
square integrable.

IV. ENERGY EIGENFUNCTIONS AS ELEMENTS OF A
RIGGED HILBERT SPACE

Since bound state radial eigenfunctions vanish at the ori-
gin and are square integrable, they are elements of the Hil-
bert space H of square integrable functions of r,

H = L2��0,��,dr� . �18�

Therefore we may refer to the formal Hamiltonian Hr
���

��x1 ,x2� occurring in the left-hand side of the radial
Schödinger equation, Eq. �1�, as an operator acting in a space
of functions. When this space is the Hilbert space H of

square integrable functions which vanish at the origin, the
Hamiltonian Hr

��x1 ,x2� is bounded from below and essen-
tially self-adjoint �31�.

The self-adjointness �Hermiticity� of Hr
��� in H implies

that Hr
��� as an operator in H has only real eigenvalues.

Hence the Gamow state eigenfunctions cannot be elements
of the Hilbert space H.

Indeed, due to their nondecreasing oscillating behavior at
large values of r, the scattering wave functions, ��

�+��k ,r�,
and the Gamow eigenfunctions, un,��kn ,r�, are not square
integrable functions of r, that is, they are not elements of the
Hilbert space H.

All the physical solutions of the radial Schrödinger equa-
tion �1� may be considered as elements of a space, but then,
a space larger than the Hilbert space H is required. This
larger space is a rigged Hilbert space �34� which is a triplet
of spaces,


 � H � 
�, �19�

where H is the Hilbert space L2��0,�� ,dr�, 
 is the space of
very well-behaved functions in H �Schwarz space of test
functions, i.e., the subspace of H of all functions admitting
derivatives at all orders and such that they and their deriva-
tives go to zero faster than any exponential at infinity� and

� is the space of antilinear functionals defined over the
space 
.

The action of the Hamiltonian Hr
���, which, as an operator,

is, in principle, only defined on the elements of its domain in
H, can be extended to the elements of 
� by defining the
following extended operator Hr

����:


��Hr
����F� ª 
Hr

�����F� ∀ ��
, F�
�, �20�

where the notation means, as usual,


Hr
�����F� = 


0

�

�Hr
�����r��*F�r�dr . �21�

We verify that Eq. �20� is satisfied as



0

�

�*�r��Hr
����F�r��dr = 


0

�

�Hr
�����r��*F�r�dr . �22�

Finally, using the definition �20� and Eq. �22�, and inte-
grating by parts in the right-hand side of Eq. �22�, when F�r�
is the Gamow eigenfunction un��kn ,r�, we get



0

�

�*�r��Hr
���un�kn,r��dr = kn

2

0

�

�*�r�un�kn,r�dr . �23�

If the arbitrary test function ��
 is omitted in this last equa-
tion, we recover the differential equation

Hr
���un��kn,r� = kn

2un��kn,r� , �24�

where Hr
��� is the “formal Hamiltonian” given in Eq. �2�. This

last result shows that we may consider �define� the same
formal Hamiltonian Hr

��� as an extended operator H���� act-
ing in the larger space 
� which contains the Hilbert space
H of square integrable eigenfunctions, the scattering wave
functions, and the Gamow eigenfunctions. In such a space,
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the “formal Hamiltonian” Hr
��� can have eigenfunctions

which are not square integrable and have complex energy
eigenvalues. We also notice that when Hr

���� is expressed as
a formal differential operator acting on the elements of 
�,
it has exactly the same form as Hr

��� given in Eq. �2� which is
essentially self-adjoint, that is Hermitian, in the Hilbert space
H.

Considered as elements of a rigged Hilbert space, bound
state eigenfunctions, Gamow eigenfunctions, and scattering
wave functions may be characterized as energy eigenkets.
But whereas Dirac kets describing scattering states are asso-
ciated with a real value of the energy in the continuous Hil-
bert space spectrum of the self-adjoint Hamiltonian Hr

���, the
Gamow eigenkets are not, but have complex eigenvalues.
The existence of these Gamow eigenfunctions �or eigenkets�
allows us to interpret resonances as well-defined quantum
states of physical systems labeled with a complete set of
quantum numbers.

V. RESONANCE ENERGY EIGENVALUE SURFACES
CLOSE TO DEGENERACY

In this section, we will be concerned with the degeneracy
of two complex resonance energy eigenvalues of the radial
Schrödinger Hamiltonian, Hr

����x1 ,x2�, defined in Eq. �2�.
When the potential V�r ;x1 ,x2� has two regions of trapping,
the physical system may have isolated doublets of reso-
nances which may become degenerate for some special val-
ues of the control parameters. For example, a double square
barrier potential has isolated doublets of resonances which
may become degenerate for some special values of the
heights and widths of the barriers �19,20,27�.

The energy eigenvalues En�x1 ,x2�= ��2 /2��kn
2�x1 ,x2� of

the Hamiltonian Hr
����x1 ,x2� are obtained from the zeros of

the Jost function, f�−k ;x1 ,x2� �32�, where kn is such that

f�− kn;x1,x2� = 0. �25�

When kn lies in the fourth quadrant of the complex k-plane,
Re kn�0 and Im kn	0, the corresponding energy eigen-
value, En, is a complex resonance energy eigenvalue.

The condition �25� defines, implicitly, the functions
kn�x1 ,x2� as branches of a multivalued function �32� which
will be called the wave-number pole position function. Each
branch kn�x1 ,x2� of the pole position function is a continu-
ous, single-valued function of the control parameters. When
the physical system has an isolated doublet of resonances
which become degenerate for some exceptional values of the
external parameters, �x1

* ,x2
*�, the corresponding two branches

of the energy-pole position function, say En�x1 ,x2� and
En+1�x1 ,x2�, are equal �cross or coincide� at that point. As
will be shown below, at a degeneracy of resonances, the
energy hypersurfaces representing the complex resonance
energy eigenvalues as functions of the real control param-
eters have an algebraic branch point of square root type �rank
one� in parameter space.

A. Isolated doublet of resonances

Let us suppose that there is a finite bounded and con-
nected region M in parameter space and a finite domain D

in the fourth quadrant of the complex k-plane, such that,
when �x1 ,x2��M, the Jost function has two and only two
zeros, kn and kn+1, in the finite domain D�C, all other zeros
of f�−k ;x1 ,x2� lying outside D. Then, we say that the physi-
cal system has an isolated doublet of resonances. To make
this situation explicit, the two zeroes of f�−k ;x1 ,x2�, corre-
sponding to the isolated doublet of resonances are explicitly
factorized as

f�− k;x1,x2� = �k − kn�x1,x2���k − kn+1�x1,x2��

� gn,n+1�k;x1,x2� �26�

which may be conveniently rearranged as

f�− k;x1,x2� = ��k −
1

2
�kn�x1,x2� + kn+1�x1,x2���2

−
1

4
�kn�x1,x2� − kn+1�x1,x2��2�gn,n+1�k;x1,x2� .

�27�

When the physical system moves in parameter space from
the ordinary point �x1 ,x2� to the exceptional point �x1

* ,x2
*�,

the two simple zeros, kn�x1 ,x2� and kn+1�x1 ,x2�, coalesce into
one double zero kd�x1

* ,x2
*� in the fourth quadrant of the com-

plex k-plane.
If the external parameters take values in a neighborhood

of the exceptional point �x1
* ,x2

*��M and k�D, we may write

gn,n+1�k;x1,x2� � gn,n+1�kd;x1
*,x2

*� � 0. �28�

Then

�k −
1

2
�kn�x1,x2� + kn+1�x1,x2���2

−
1

4
�kn�x1,x2�

− kn+1�x1,x2��2 �
f�− k;x1,x2�

gn,n+1�kd;x1
*,x2

*�
, �29�

the coefficient �gn,n+1�kd ;x1
* ,x2

*��−1 multiplying f�−k ;x1 ,x2�
may be understood as a finite, nonvanishing, constant scaling
factor.

The vanishing of the Jost function defines, implicitly, the
pole position function kn,n+1�x1 ,x2� of the isolated doublet of
resonances. Solving Eq. �27� for kn,n+1, we get

kn,n+1�x1,x2� =
1

2
�kn�x1,x2� + kn+1�x1,x2��

+�1

4
�kn�x1,x2� − kn+1�x1,x2��2 �30�

with �x1 ,x2��M. Since the argument of the square-root func-
tion is complex, it is necessary to specify the branch. Here
and thereafter, the square root of any complex quantity F
will be defined by

�F = ��F�exp�i
1

2
arg F�, 0 � arg F � 2� �31�

so that ��F�=��F� and the F-plane is cut along the positive
real axis.
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Equation �30� relates the wave-number pole position
function of the doublet of resonances to the wave-number
pole position functions of the individual resonance states in
the doublet.

B. The analytical behavior of the pole-position function at the
exceptional point

According to the preparation theorem of Weierstrass �35�
the functions 1/2�kn�x1 ,x2�+kn+1�x1 ,x2�� and 1/4�kn�x1 ,x2�
−kn+1�x1 ,x2��2 are regular at the exceptional point and admit
a Taylor series expansion about this point. The required de-
rivatives of these functions may be readily computed from
the Jost function with the help of the implicit function theo-
rem �35�,

�� ��kn�x1,x2� − kn+1�x1,x2��2

�x1
�

x2

�
k=kd

=
− 8

�� �2f�− k;x1,x2�
�k2 �

x1
*,x2

*
�

k=kd

�� �f�− k;x1,x2�
�x1

�
x2

�
k=kd

,

�32�

1

2�� ��kn�x1,x2� + kn+1�x1,x2��
�x1

�
x2

�
k=kd

=
− 1

�� �2f�− k;x1,x2�
�k2 �

x1
*,x2

*
�

k=dd

��� �2f�− k;x1,x2�
�x1�k

�
x2

�
k=kd

−
1

�� �2f�− k;x1,x2�
�k2 �

x1
*,x2

*
�

k=kd

�
1

3�� �3f�− k;x1,x2�
�k3 �

x1
*,x2

*
�

k=kd

��� �f�− k;x1,x2�
�x1

�
x2

�
k=kd� . �33�

From these expressions, we obtain the first terms in a Taylor
series expansion of the functions 1/2�kn�x1 ,x2�
+kn+1�x1 ,x2�� and 1/4�kn�x1 ,x2�−kn+1�x1 ,x2��2 about the ex-
ceptional point �x1

* ,x2
*�. When these results are substituted in

Eq. �30�, we get

k̂n,n+1�x1,x2� = kd�x1
*,x2

*� + �kd�x1,x2�

+�1

4
�c1

�1��x1 − x1
*� + c2

�1��x2 − x2
*�� �34�

for �x1 ,x2� in a neighborhood of the exceptional point
�x1

* ,x2
*�. This result may readily be translated into a similar

assertion for the resonance energy-pole position function

En,n+1�x1 ,x2� and the energy eigenvalues, En�x1 ,x2� and
En+1�x1 ,x2�, of the isolated doublet of resonances.

C. Energy-pole position function

Let us take the square of both sides of Eq. �30�, multiply-
ing them by ��2 /2�� and recalling En= ��2 /2��kn

2, in the
approximation of Eq. �34�, we get

Ên,n+1�x1,x2� = Ed�x1
*,x2

*� + �Ed�x1,x2� + �̂n,n+1�x1,x2� ,

�35�

where

�̂n,n+1�x1,x2� =�1

4
��R� · ��� + i�I� · ���� . �36�

The components of the real fixed vectors R� and I� are the real
and imaginary parts of the coefficients Ci

�1� of �xi−xi
*� in the

Taylor expansion of the function 1/4�En�x1 ,x2�
−En+1�x1 ,x2��2 and the real vector �� is the position vector of
the point �x1 ,x2� relative to the exceptional point �x1

* ,x2
*� in

parameter space,

�� = ��1

�2
� = �x1 − x1

*

x2 − x2
* � , �37�

R� = �Re C1
�1�

Re C2
�1� �, I� = �Im C1

�1�

Im C2
�1� � . �38�

The real and imaginary parts of the function �̂n,n+1�x1 ,x2�
are

Re �̂n,n+1�x1,x2� = ±
1

2�2
�+
��R� · ���2 + �I� · ���2 + R� · ���1/2,

�39�

Im �̂n,n+1�x1,x2� = ±
1

2�2
�+
��R� · ���2 + �I� · ���2 − R� · ���1/2,

�40�

and

sgn�Re �̂n,n+1�sgn�Im �̂n,n+1� = sgn�I� · ��� . �41�

It follows from Eq. �39� that Re �̂n,n+1�x1 ,x2� is a two
branched function of ��1 ,�2� which may be represented as a
two-sheeted surface SR, in a three-dimensional Euclidean
space with Cartesian coordinates �Re �̂n,n+1 ,�1 ,�2�. The two
branches of Re �̂n,n+1��1 ,�2� are represented by two sheets
which are copies of the plane ��1 ,�2� cut along a line where
the two branches of the function are joined smoothly. The cut
is defined as the locus of the points where the argument of
the square-root function in the right-hand side of Eq. �39�
vanishes.

Therefore the real part of the energy-pole position func-
tion, En,n+1�x1 ,x2�, as a function of the real parameters
�x1 ,x2�, has an algebraic branch point of square root type
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�rank one� at the exceptional point with coordinates �x1
* ,x2

*�
in parameter space, and a branch cut along a line, LR, that
starts at the exceptional point and extends in the positive

direction defined by the unit vector �̂c satisfying

I� · �̂c = 0 and R� · �̂c = − �R� · �̂c� . �42�

A similar analysis shows that the imaginary part of the
energy-pole position function, Im En,n+1�x1 ,x2�, as a function
of the real parameters �x1 ,x2�, also has an algebraic branch
point of square root type �rank one� at the exceptional point
with coordinates �x1

* ,x2
*� in parameter space, and also has a

branch cut along a line, LI, that starts at the exceptional point
and extends in the negative direction defined by the unit

vector �̂c satisfying Eqs. �42�.
The branch cut lines, LR and LI, are in orthogonal sub-

spaces of a four-dimensional Euclidean space with coordi-
nates �Re �n,n+1 , Im �n,n+1 ,�1 ,�2�, but have one point in com-
mon, the exceptional point with coordinates �x1

* ,x2
*�.

The individual resonance energy eigenvalues are conven-
tionally asociated with the branches of the pole position
function according to

Êm��1,�2� = Ed�0,0� + �En,n+1��1,�2�

+ �R
�m� 1

2�2
�+
��R� · ���2 + �I� · ���2 + �R� · ����1/2

+ i�I
�m� 1

2�2
�+
��R� · ���2 + �I� · ���2 − �R� · ����1/2,

�43�

with m=n ,n+1, and

�R
�n� = − �R

n+1 =
Re En − Re En+1

�Re En − Re En+1�
, �44�

�I
�n� = − �I

n+1 =
Im En − Im En+1

�Im En − Im En+1�
. �45�

Along the line LR, excluding the exceptional point
�x1

* ,x2
*�,

Re En�x1,x2� = Re En+1�x1,x2� �46�

but

Im En�x1,x2� � Im En+1�x1,x2� . �47�

Similarly, along the line LI, excluding the exceptional point,

Im En�x1,x2� = Im En+1�x1,x2� , �48�

but

Re En�x1,x2� � Re En+1�x1,x2� . �49�

Equality of the complex resonance energy eigenvalues �de-
generacy of resonances�, En�x1

* ,x2
*�=En+1�x1

* ,x2
*�=Ed�x1

* ,x2
*�,

occurs only at the exceptional point with coordinates �x1
* ,x2

*�
in parameter space and only at that point.

In consequence, in the complex energy plane, the crossing
point of two simple resonance poles of the scattering matrix

is an isolated point where the scattering matrix has one
double resonance pole.

Remark: In the general case, a variation of the vector of
parameters causes a perturbation of the energy eigenvalues.
In the particular case of a double complex resonance energy
eigenvalue Ed�x1

* ,x2
*�, associated with a chain of length two

of generalized Jordan-Gamow eigenfunctions �1�, we are
considering here, a variation of the vector of parameters
splits the degenerate eigenvalue Ed in two non-degenerate
eigenvalues En and En+1. In this case, perturbation series ex-
pansion of the eigenvalues En ,En+1 about Ed takes the form
of a Puiseux series

En,n+1�x1,x2� = Ed�x1
*,x2

*� + ���1/2�1

4
��R� · �̂� + i�I� · �̂��

+ �Ed�x1,x2� + O����3/2� �50�

with fractional powers ��� j/2, j=0,1 ,2 , . . . of the small pa-
rameter ��� �35,37�.

VI. UNFOLDING OF THE DEGENERACY POINT

Let us introduce a function f̂ doub�−k ;�1 ,�2� such that

f̂ doub�− k;�1,�2� = �k − �kd�0,0� + ��1�kd��1,�2��	2

− 1
4 ��R� · ��� + i�I� · ���� , �51�

and

��1�kd�x1,x2� = �
i=1

2

di
�1��i. �52�

Close to the exceptional point, the Jost function
f�−k ;�1 ,�2� and the family of functions

f̂ doub�−k ;�1 ,�2� are related by

f�− k;�1,�2� �
1

gn,n+1�kd;0,0�
f̂ doub�− k;�1,�2� , �53�

the term �gn,n+1�kd ,0 ,0��−1 may be understood as a nonvan-
ishing scale factor.

Hence, the two-parameters family of functions

f̂ doub�−k ;�1 ,�2� is contact equivalent to the Jost function
f�−k ;�1 ,�2� at the exceptional point. It is also an unfolding
�36,38� of f�−k ;�1 ,�2� with the following features.

�1� It includes all possible small perturbations of the de-
generacy conditions

f�− kd;�1,�2� = 0, � �f�− k;�1,�2�
�k

�
kd

= 0, �54�

� �2f�− k;�1,�2�
�k2 �

kd

� 0 �55�

up to contact equivalence.
�2� It uses the minimum number of parameters, namely

two, which is the codimension of the degeneracy �7�. The
parameters are ��1 ,�2�.
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Therefore, f̂ doub�−k ;�1 ,�2� is a universal unfolding �36� of
the Jost function f�−k ;�1 ,�2� at the exceptional point where
the degeneracy of unbound states occurs.

The vanishing of f̂ doub�−k ;�1 ,�2� defines the approximate
wave-number pole position function

k̂n,n+1��1,�2� = kd + �n,n+1
�1� kd��1,�2� ± � 1

4 �R� · �� + iI� · ����1/2

�56�

and the corresponding energy-pole position function

Ên,n+1��1 ,�2� given in Eq. �35�.
Since the functions Ên��1 ,�2� and Ên+1��1 ,�2� are obtained

from the vanishing of the universal unfolding

f̂ doub�−k ;�1 ,�2� of the Jost function f�−k ;�1 ,�2� at the excep-
tional point, we are justified in saying that, the family of

functions Ên��1 ,�2� and Ên+1��1 ,�2�, given in Eqs. �43�–�45�,
is a universal unfolding or deformation of a generic degen-
eracy or crossing point of two unbound state energy eigen-
values, which is contact equivalent to the exact energy-pole
position function of the isolated doublet of resonances at the
exceptional point, and includes all small perturbations of the
degeneracy conditions up to contact equivalence.

VII. CROSSINGS AND ANTICROSSINGS OF RESONANCE
ENERGIES AND WIDTHS

Crossings or anticrossings of energies and widths are ex-
perimentally observed when the difference of complex en-

ergy eigenvalues En��1 , �̄2�−En+1��1 , �̄2�=�E− i�1/2��� is
measured as a function of one slowly varying parameter, �1,

keeping the other constant, �2= �̄2
�i�. A crossing of energies

occurs if the difference of real energies vanishes, �E=0, for
some value �1,c of the varying parameter. An anticrossing of
energies means that, for all values of the varying parameter,
�1, the energies differ, �E�0. Crossings and anticrossings of
widths are similarly described.

The experimentally determined dependence of the differ-
ence of complex resonance energy eigenvalues on one con-
trol parameter, �1, while the other is kept constant,

Ên��1, �̄2
�i�� − Ên+1��1, �̄2

�i�� = �̂n,n+1��1, �̄2
�i�� �57�

has a simple and straightforward geometrical interpretation,
it is the intersection of the hypersurface �̂n,n+1��1 ,�2� with the

hyperplane defined by the condition �2= �̄2
�i�.

To relate the geometrical properties of this intersection
with the experimentally determined properties of crossings
and anticrossings of energies and widths, let us consider a

point ��1 , �̄2
�i�� in parameter space away from the exceptional

point. To this point corresponds the pair of nondegenerate

resonance energy eigenvalues En��1 , �̄2
�i�� and En+1��1 , �̄2

�i��,
represented by two points on the hypersurface �̂n,n+1��1 ,�2�.
As the point ��1 , �̄2

�i�� moves on a straight line path �i in
parameter space,

�i:�1,i � �1 � �1,f, �2 = �̄2
�i� �58�

the corresponding points En��1 , �̄2
�i�� and En+1��1 , �̄2

�i�� trace

two curving trajectories Ĉn��1� and Ĉn+1��1� on the
�̂n,n+1��1 ,�2� hypersurface. Since �2 is kept constant at the

fixed value �̄2
�i�, the trajectories �sections� Ĉn��i� and

Ĉn+1��i� may be represented as three-dimensional curves in a
space E3 with Cartesian coordinates �Re � , Im � ,�1�, see

Figs. 1–3. The projections of the curves Ĉn��i� and Ĉn+1��i�
on the planes �Re � ,�1� and �Im � ,�1� are

Re�Ĉm��i�� = Re Êm��1, �̄2
�i��, m = n,n + 1 �59�

and

Im�Ĉm��i�� = Im Êm��1, �̄2
�i��, m = n,n + 1, �60�

respectively.

From Eqs. �43�–�45�, and keeping �2= �̄2
�i�, we obtain

FIG. 1. The curves Ĉn��1� and Ĉn+1��1� are the trajectories

traced by the points Ên��1 , �̄2
�1�� and Ên+1��1 , �̄2

�1�� on the hypersur-

face Ên,n+1��1 , �̄2
�1�� when the point ��1 , �̄2

�1�� moves along the
straight line path �1 in parameter space. In the figure, the path �1

runs parallel to the vertical axis and crosses the line LI at a point

��1,c , �̄2
�1�� with �1,c	�1

*=0 and �̄2
�1�

	�2
*=0. The projections of

Ĉn��1� and Ĉn+1��1� on the plane �Im E ,�1� are sections of the

surface SI; the projections of Ĉn��1� and Ĉn+1��1� on the plane

�Re E ,�1� are sections of the surface SR. The projections of Ĉn��1�
and Ĉn+1��1� on the plane �Re E , Im E� are the trajectories of the
S-matrix poles in the complex energy plane. In the figure, �1=d
−d*.
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�E = En − En+1 = ��Re Ên − Re Ên+1���2=�̄2
�i�

= ��R
�n��2

2
�+
��R� · ���2 + �I� · ���2 + �R� · ����1/2�

�2=�̄2
�i�

�61�

and

�� = ��n − �n+1�

= 2�Im En+1 − Im En�

= � − �I
�n��2�+

��R� · ���2 + �I� · ���2 − �R� · ����1/2��2=�̄2
�i�.

�62�

These expressions allow us to relate the terms �R� ·��� and

�I� ·��� directly with observables of the isolated doublet of
resonances. Taking the product of �E��, and recalling Eq.
�41�, we get

�E�� = � − �I� · �����2=�̄2
�i� �63�

and taking the differences of the squares of the left-hand
sides of Eqs. �61� and �62�, we get

��E�2 − 1
4 ����2 = ��R� · �����2=�̄2

�i�. �64�

At a crossing of energies �E vanishes, and at a crossing
of widths �� vanishes. Hence the relation found in Eq. �63�
means that a crossing of energies or widths can occur if and

only if �I� ·����̄
2
�i� vanishes.

For a vanishing �I� ·��c��̄
2
�i� =0=�E��, we find three cases,

which are distinguished by the sign of �R� ·��c��̄
2
�i�. From Eqs.

�61� and �62�,
�1� �R� ·��c��̄

2
�i� �0 implies �E�0 and ��=0, i.e., energy

anticrossing and width crossing.

�2� �R� ·��c��̄
2
�i� =0 implies �E=0 and ��=0, that is, joint

energy and width crossings, which is also degeneracy of the
two complex resonance energy eigenvalues.

�3� �R� ·��c��̄
2
�i� 	0 implies �E=0 and ���0, i.e., energy

crossing and width anticrossing.
This rich physical scenario of crossings and anticrossings for
the energies and widths of the complex resonance energy
eigenvalues extends a theorem of von Neumann and Wigner
�2� for bound states to the case of unbound states.

The general character of the crossing-anticrossing rela-
tions of the energies and widths of a mixing isolated doublet
of resonances, discussed above, has been experimentally es-
tablished by von Brentano and his collaborators in a series of
beautiful experiments �15–17�.

VIII. TRAJECTORIES OF THE S-MATRIX POLES
AND CHANGES OF IDENTITY

The trajectories of the S-matrix poles �complex reso-

nances energy eigenvalues�, Ên��1 ,�2� and Ên+1��1 ,�2�, in the

FIG. 2. The curves Ĉn��2� and Ĉn+1��2� are the trajectories of

the points Ên��1 ,�2
*� and Ên+1��1 ,�2

*� on the hypersurface

Ên,n+1��1 ,�2� when the point ��1 ,�2
*� moves along a straight line

path �2 that goes through the exceptional point ��1
* ,�2

*� in parameter

space. The projections of Ĉn��2� and Ĉn+1��2� on the planes
�Re E ,�1� and �Im E ,�1� are sections of the surfaces SR and SI,
respectively, and show a joint crossing of energies and widths. The

projections of Ĉn��2� and Ĉn+1��2� on the plane �Re E , Im E� are
two straight line trajectories of the S-matrix poles crossing at 90° in
the complex energy plane. At the crossing point, the two simple
poles coalesce into one double pole of S�E�.

FIG. 3. The curves Ĉn��3� and Ĉn+1��3� are the trajectories

traced by the points Ên��1 , �̄2
�3�� and Ên+1��1 , �̄2

�3�� on the hypersur-

face En,n+1��1 , �̄2
�3�� when the point ��1 , �̄2

�3�� moves along a straight

line path �3 going through the point ��1,c , �̄2
�3�� with �1,c��1

*=0.

The path �3 crosses the line LR. The projections of Ĉn��3� and

Ĉn+1��3� on the plane �Re E ,�1� show a crossing, but the projec-
tions on the planes �Im E ,�1� and �Re E , Im E� do not cross. In the
figure, �1=d−d*.
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complex energy plane are the projections of the three-

dimensional trajectories �sections� Ĉn��i� and Ĉn+1��i� on
the plane �Re � , Im ��, see Figs. 1–3.

An equation for the trajectories of the S-matrix poles in
the complex energy plane is obtained by eliminating �1 be-

tween Re Ên��1 , �̄2
�i�� and Im Ên��1 , �̄2

�i��, Eqs. �43�–�45�.
A straightforward calculation gives

�Re Ên�2 − 2 cot �1�Re Ên��Im Ên� − �Im Ên�2 − 1
4 �R� · �̄c

�i�� = 0,

�65�

where

cot �1 =
R1

I1
�66�

and the constant vector ��c
�i� is such that

��I� · ��c���2=�̄2
�i� = 0, �67�

which is the previously found condition for the occurrence of
a crossing of �E or ��.

The discriminant of Eq. �65�, 4�cot2 �1+1�, is positive.
Therefore, close to the crossing point, the trajectories of the
S-matrix poles are the branches of a hyperbola defined by
Eq. �65�.

The asymptotes of the hyperbola are the two straight lines
defined by

FIG. 4. Trajectories of the
poles of the scattering matrix, S�k�
of an isolated doublet of reso-
nances in a double barrier poten-
tial �27�, close to a degeneracy of
unbound states. The control pa-
rameters are the width d of the in-
ner barrier and the depth, V3, of
the outer well. The trajectories are

traced by the poles kn�d , V̄3
�i�� and

kn+1�d , V̄3
�i�� on the complex

k-plane when the point �d , V̄3
�i��

moves on the straight line path �i;

V3= V̄3
�i�. The top, middle, and bot-

tom figures show the trajectories

corresponding to �R� ·��c��̄
2
�i� �0,

�R� ·��c��̄
2
�i� =0, and �R� ·��c��̄

2
�i� 	0, re-

spectively, with ��1 ,�2�= �d
−d* ,V3−V3

*�.
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Im E�I� = tan
�1

2
Re E�I� �68�

and

Im E�II� = − cot
�1

2
Re E�II�. �69�

The two asymptotes divide the complex energy plane in four
quadrants. The two branches of the hyperbola are in oppo-
site, that is, not adjacent, quadrants of the complex energy
plane.

We verify that, if En satisfies Eq. �65�, so does −En
=En+1. Therefore if the trajectory followed by the pole En is
one branch of the hyperbola, the trajectory followed by the
pole En+1 is the other branch of the hyperbola. Initially, the
poles move towards each other from opposite ends of the
two branches of the hyperbola until they come close to the
crossing point, then they move away from each other, each
pole on its own branch of the hyperbola.

We find three types of trajectories, which are distin-

guished by the sign of ��R� ·��c���2=�̄
2
�i�.

�1� Trajectories of type I, when ��R� ·��c���2=�̄
2
�i� �0. In this

case, there is an anticrossing of energies and a crossing of
widths. Therefore one branch of the hyperbola, say, the tra-
jectory followed by the pole En, lies to the left of a vertical
straight line, parallel to the imaginary axis and going through
the crossing point Ed. The other branch of the hyperbola, the
trajectory followed by the pole En+1, lies to the right of the
line parallel to the imaginary axis that goes through the
crossing point Ed, see Fig. 4�a�.

�2� Critical trajectories �type II�, when ��R� ·��c���2=�̄
2
�i� =0.

There is a joint crossing of energies and widths. The trajec-
tories are the asymptotes of the hyperbola. The two poles, En
and En+1, start from opposite ends of the same straight line,
and move towards each other until they meet at the crossing
point, where they coalesce to form a double pole of the
S-matrix. From here, they separate moving away from each
other on a straight line at 90° with respect to the first asymp-
tote, see Fig. 4�b�.

�3� Trajectories of type III, when ��R� ·��c���2=�̄
2
�i� 	0. In this

case there is a crossing of energies and an anticrossing of
widths. Hence one branch of the hyperbola, say, the trajec-
tory followed by the pole En, lies above a horizontal straight
line, parallel to the real axis, and going through the crossing
point Ed. The other branch of the hyperbola, the trajectory
followed by the pole En+1, lies below the horizontal line,
parallel to the real axis, going through the crossing point Ed,
see Fig. 4�c�.

It is interesting to notice that a small change in the exter-

nal control parameter �̄2
�i� produces a small change in the

initial position of the poles, En and En+1, but when the small

change in �̄2
�i� changes the sign of ��R� ·��c���2=�̄

2
�i�, the trajecto-

ries change suddenly from type I to type III and vice versa,
this very large and sudden change of the trajectories ex-
changes almost exactly the final positions of the poles En and
En+1, see Fig. 4. This dramatic change has been termed a
“change of identity” by Vanroose, Van Leuven Arickx and
Broeckhove �18� who discussed an example of this phenom-
enon in the S-matrix poles in a two-channel model, Vanroose
�20� and Hernández, Jáuregui, and Mondragón �19,27� have
also discussed these properties in the case of the scattering of
a beam of particles by a double barrier potential with two
regions of trapping.

IX. SUMMARY AND CONCLUSIONS

We developed the theory of the unfolding of the energy
eigenvalue surfaces close to a degeneracy point �exceptional
point� of two unbound states of a Hamiltonian depending on
control parameters. From the knowledge of the Jost function,
as a function of the control parameters of the system, we
derived a two-parameter family of functions which is contact
equivalent to the exact energy-pole position function at the
exceptional point and includes all small perturbations of the
degeneracy conditions. A simple and explicit, but very accu-
rate, representation of the eigenenergy surfaces close to the
exceptional point is obtained. In parameter space, the hyper-
surface representing the complex resonance energy eigenval-
ues has an algebraic branch point of rank one, at the excep-
tional point, and branch cuts in its real and imaginary parts
extending from the exceptional point in opposite directions
in parameter space. In the complex energy plane, the cross-
ing point of two simple resonance poles of the scattering
matrix is an isolated point where the scattering matrix has
one double resonance pole. The rich phenomenology of
crossings and anticrossings of the energies and widths of the
resonances of an isolated doublet of unbound states of a
quantum system, as well as the sudden change in the shape
of the S-matrix pole trajectories, observed when one control
parameter is varied and the other is kept constant close to an
exceptional point, is fully explained in terms of the local
topology of the eigenenergy hypersurface in the vicinity of
the crossing point.
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